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1. Overview
• Accurate Predicted Individual Treat-

ment Effects (PITE) are crucial for per-
sonalizing treatment decisions in health-
care [Lamont et al., 2016].

• Clinical data is high-dimensional and
heterogeneous, making it difficult to
identify relevant features.

• Bayesian Additive Regression Trees
(BART) are effective for modeling com-
plex relationships but depend on careful
feature selection to optimize performance
[Chipman et al., 2010].

• Meta-heuristic optimization algo-
rithms such as Genetic Algorithms [Hol-
land, 1975] and Particle Swarm Optimiza-
tion [J. and R.] can help identify the most
relevant features.

• Using hybrid AI approaches combin-
ing meta-heuristics and BART enhances
both prediction accuracy and compu-
tational efficiency.

2. Research Questions
1. How to select relevant, non-redundant fea-

tures for PITE?

2. How can meta-heuristic identify the most
relevant variables for PITE?

3. How effective are AI models (BART) at es-
timating PITE when trained on optimally
selected feature subsets?

3. PITE Formalization
PITE consists of the difference between exper-
imental(E) and control (C) prediction for each
individual

PITEi = fE(Xi)−fC(Xi), f(·) is a predictor

• PITE is unobserved since we typically ob-
serve the outcome for a given patient only
under either the E or the C condition.

• The best method to estimate the PITE is
not necessarily the best fitted model.

5. Methodology Overview
Model: Bayesian Additive Regression
Trees (BART)

Yi =
m∑

j=1
g(Xi; Tj , Mj) + ϵi, ϵi ∼ N (0, σ2)

Feature Selection with Meta-Heuristics:
Fitness = α · Accuracy − β · |S|

|F |
Where |S|: number of selected features, |F |: to-
tal number of features, α, β: tunable parame-
ters.
Algorithms: Genetic Algorithm (GA), Particle
Swarm Optimization (PSO), Ant Colony Opti-
mization (ACO), Grey Wolf Optimizer (GWO)

6. Results (Simulated Data)
We simulate a dataset with treatment effects, apply Bayesian Additive Regression Trees (BART) to
estimate the Predicted Individual Treatment Effects (PITE), and integrate meta-heuristic algorithms
(e.g., Genetic Algorithm [GA], Particle Swarm Optimization [PSO]) to perform feature selection.
Results in Table .

Method RMSE ↓a AUUC ↑b # Features ↓ Time (min) ↓
BART + GA 0.36 0.83 21 19.1
BART + PSO 0.34 0.84 18 17.4
BART (all)c 0.48 0.76 100 3.0

Performance of BART based PITE estimation using different feature selection methods. The RMSE
is computed from model based two-step predictions. AUUC assesses discriminatory ability. Models
trained on simulated data using the bartMachine package.

• Both BART + GA and BART + PSO significantly outperform the baseline BART model

• BART + PSO achieves the best overall performance

• The BART model without feature selection, BART (all), performs worst across all metrics
aRMSE (Root Mean Square Error)
bAUUC (Area Under Uplift Curve)
cBART (all) = BART trained on the entire feature set, used as a baseline to compare against BART models with

optimized feature subsets.

7. Conclusion
• Flexible machine learning models are paired with optimization-driven feature selection tech-

niques

• Hybrid AI approaches improve clinical decision-making and patient outcomes.

• In personalized medicine, this synergy provides accurate and efficient identification of patients
who benefit most from a given treatment

8. Challenges and discussion
• Address treatment bias in clinical trials and observational datasets.

• Improve generalization across subgroups.

• Optimize computational efficiency of hybrid methods.

• Move toward interpretable models for clinicians.

• PITE estimation with different feature sets.

• Heuristic Methods may not be directly comparable.
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